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	PARALLEL AND DISTRIBUTED PROGRAMMING                                        5 ECTS

	Year and period
	MSc. (Applied Mathematics), 2 year, semester 3,4

	Teachers
	Lecturer(s): Ph. D. M.E. Abramyan
Assistant(s): 

	Aims and objectives
	The study of the principles, architectures and paradigms of parallel and distributed programming, practical acquaintance with the MPI and OpenMP technologies.

	
	

	Outcomes
	On successful completion of the course, students are expected to be able to:

– compare basic tools of parallel programming: the MPI library and the OpenMP software interface;
– analyze basic techniques of computational tasks parallelization;
– design, run and debug parallel programs with the use of specialized software;
– operate a computer cluster and elaborate original software for running on the computer cluster.

	Content
	Introduction to parallel architectures and parallel calculations. Basic concepts of the MPI technology. MPI software (the MPICH system and Programming Taskbook for MPI). Point-to-point communications, collective communications, derived data types, groups and communicators, virtual topologies.
The basic paradigm of interaction of computing processes. The OpenMP interface. A model of a parallel OpenMP program and the data model. Loop parallelization, parallel sections. Synchronization: barriers, critical sections and locks.
Development of parallel programs on the computer cluster. Methods of remote work with the Unix server, compiling and running programs on a Unix server. Use of the Portable Batch System (PBS). Basic methods of parallelization of the computational tasks. Parallel matrix algorithms. Parallel methods of solving boundary-value problems of mathematical physics. Parallel methods of solving of the n-body problem.

	
	

	Methods of study and forms of learning
	Lectures, laboratory work, pre-laboratory work and self-study. Total amount - 180 h.

	Evaluation
	2-5; passed/failed, laboratory work assignments 70%, internet-testing - 30%


	Study materials
	M.E. Abramyan Workshop on parallel programming using the Programming Taskbook for MPI. — SFedU Press, 2010 (in Russian)
A.S. Antonov Parallel programming using MPI technology. MSU Press, 2004. (in Russian)
A.S. Antonov Parallel programming using OpenMP technology. MSU Press, 2009. (in Russian)

G. Andrews. Foundations of Multithreaded, Parallel, and Distributed Programming. Addison-Wesley, 2000.

Message Passing Interface Forum. MPI: A message-passing interface standard. International Journal of Supercomputer Applications, 8 (3/4), 1994. Special issue on MPI.

OpenMP Application Program Interface / Version 3.0 May 2008. OpenMP Architecture Review Board, 2008.
http://parallel.ru

http://ptaskbook.com

	Language of instruction
	English/Russian

	Prerequisites
	Recommended BSc. courses of algorithms and data structures, computer architecture.

	Further information
	 


