ANNOTATION

working program of the academic discipline

Modern supercomputer technologies and data analysis
1. The name of the educational program, within the framework of which the discipline is read

Master's program "Nanoscale structure of materials" in the direction 03.04.02 "Physics".
2. Total labor intensity

6 SET, 216 hours, of which lectures - 18 hours, practical - 36 hours, independent work - 126 hours.
3. The place of discipline in the structure of the educational program

The academic discipline "Modern supercomputer technologies and data analysis" (B1.DV4) refers to the Disciplines for choosing Block 1 "Disciplines".

For the successful study of this academic discipline (module), the following knowledge, skills and skills are needed, formed by the previous disciplines studied in the bachelor's degree: General Physics, Solid State Physics, Electronic Materials Structure, Computer Science, Computer Data Visualization "," Probability Theory and Mathematical Statistics ".

Knowledge: the fundamentals of the course in general physics, solid state physics.

Skills: preferably the ability to visualize data using computer programs.

Skills: work with a personal computer.

The list of subsequent academic disciplines, for which knowledge, skills and habits formed by this academic discipline are necessary:

"Module of Project Activities", "Scientific Research Work", "Scientific and Production Practice". Also, knowledge obtained as a result of mastering the discipline can be used by students in the preparation of the master's thesis.
4. The purpose of studying the discipline

The purpose of mastering the discipline "Modern supercomputer technologies and data analysis" is the formation of students' knowledge and theoretical foundations in the field of application of modern supercomputer technologies for systematization, analysis and presentation of data, skills of practical work applied to solving scientific and applied problems.
5. Requirements for the results of the discipline

As a result of mastering the discipline, the trainee must have the following general cultural (GC), general professional (GPC) and professional (PC) competencies: GC-1, GC-3, GPC-1, GPC-5, PC-1, PC-5.
6. Content of the discipline

Module 1. "Modern supercomputer technology."

Introduction, problems of the module. Supercomputers. Goals and tasks of parallel computing. The history of parallelism in the architecture of computing systems.

Overview of modern parallel computing systems. Overview of high-performance systems in Russia and abroad. Architecture of high-performance computing systems.

Operating systems of supercomputers.

Computers with shared and distributed memory. General scheme, advantages and disadvantages.

Computers with shared memory. The architecture of computers with shared memory. The architecture of multi-core processors. Causes of performance degradation of computers with shared memory.

Computers with distributed memory. The architecture of computers with shared memory. Computational clusters. Networks in computers with distributed memory. Latency and throughput. The causes of performance degradation of computers with distributed memory.

Software for high-performance computing systems.

Methods for evaluating the performance of parallel computing systems. Introduction of a single numerical parameter: MIPS, Mflops. Peak and real computer performance. The Linpack test and its variants. Sets of complementary test programs: STREAM, PCB, NPB, HPCC, APEX. Universality and specialization of computers, the performance of special processors.

Basics of parallel programming for multi-core systems. Basic concepts: interaction and mutual exclusion of threads, synchronization of flows. Problems of deadlock threads. Examples of classical synchronization tasks. Overview of methods for increasing the effectiveness of parallel programs.

Technology for developing parallel programs for multi-core systems with shared OpenMP memory. Basics of OpenMP technology. Distribution of computational load between threads (parallelization according to data for cycles). Data management for parallel-running threads. Organization of mutual exclusion by using common variables. Distribution of computational load between threads. Advanced OpenMP capabilities (overview of library functions).

Technology for developing parallel programs for multi-core systems with distributed memory. Fundamentals of MPI technology. Parallel calculations for solving physical problems.

Performance of laboratory work No. 1 "Connection and work with a computing cluster".

Execution of laboratory work No. 2 "Command line linux".

Module 2. "Methods of computer data analysis."

Analysis of images, determination of particle size. Building histograms.

Working with data in tables. The simplest operations. Using formulas. Construction of graphs and diagrams. Page layout.

Processing spectra. Digitization, averaging, interpolation, extrapolation, smoothing. Subtraction of background and analysis of peaks, decomposition into components. Construction of graphs and diagrams. Page layout.

Execution of laboratory work No. 3 "Analysis of data in spreadsheets".

Performance of laboratory work No. 4 "Data analysis".

Module 3. "Computer visualization and data representation".

Raster graphics. Editors of raster graphics. Vector graphics. Editors of raster graphics.

Information. Ways of its storage, representation and protection. General principles of information storage.

General principles of information representation. The google services system: google accounts, gmail email, General principles of information security. Presentation. Editors of presentations.

Execution of laboratory work number 5 "Raster and vector graphics."

Execution of laboratory work No. 6 "Preparation of presentation and presentation".
7. Basic educational technologies

Within the discipline, the lecture work (lectures and practical exercises) is combined with the out-of-class independent work of students. Practical classes are conducted in a computer class with access to the Internet.
8. Forms of control

The current control over the discipline provides for monitoring the attendance of lecture and practical classes, ongoing testing, and the execution of practical work.

Border control over the discipline provides for the protection of laboratory work.

Intermediate attestation in the form of an exam.
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